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2Let’s formally define bias and fairness

BIAS

FAIRNESS

Systematic favoritism or discrimination of an 
ML model toward individuals based on 

some features called 
sensitive variables (like race or gender)

Absence of favoritism and discrimination in 
the predictions of an ML model towards 

individuals identified by some 
sensitive variables (like race or gender)

Mehrabi, N., Morstatter, F., Saxena, N., Lerman, K., & Galstyan, A. (2021). A Survey on Bias and Fairness in Machine Learning. ACM Computing Surveys, 
54(6), 1–35. https://doi.org/10.1145/3457607

https://doi.org/10.1145/3457607
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Actually not…

Is the concept of bias and fairness that simple?

At least 23 different definitions of 
bias and fairness are available from 
the literature



4From many definitions come many metrics

At least 29 different bias and fairness metrics 
are available in the AIF360 repository



5Bias mitigation methods

14 bias mitigation methods are available in the 
AIF360 repository… but many more are available 
from the literature!



6What does it mean?

At least 23 different 
definitions of bias 
and fairness

At least 29 different 
bias and fairness 
metrics

At least 14 different 
bias mitigation 
algorithms
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Software engineering approaches can help us to formalise and 
standardise the development of fair ML systems

Having a more formal and standard workflow will ease the 
development of fair ML systems and make it accessible also to non-
expert users

How can we solve this issue?

To this aim we propose MANILA, a web-based application to 
democratize the development of fair and effective (i.e., correct) 

ML systems
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MANILA is a tool that guides users in defining and 
performing fairness and effectiveness evaluations of 
different ML models and fairness enhancing methods

Automatically disables methods and metrics that are not 
compatible with other selected features

Eventually selects and returns the setting having the best 
fairness and effectiveness trade-off, based on the 
selected metrics

Freely available in the SoBigData RI: 
https://sobigdata.d4science.org/group/sobigdata.it/ma
nila-univaq

MANILA

https://sobigdata.d4science.org/group/sobigdata.it/manila-univaq
https://sobigdata.d4science.org/group/sobigdata.it/manila-univaq
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We train a Logistic Regression and a Random 
Forest classifier to predict the recidivism of 
condemned people using the COMPAS dataset

We evaluate the fairness and effectiveness of 
different settings against non-white people

MANILA in action

Logistic Regression
Random Forest

ML Model

No method
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Demo



Thank you for your attention!
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