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COMPAS is an ML algorithm used by some
courts in the US to predict recidivism of
condemned people

A study showed that, given two people with
the same features but different race, the
system was giving higher probability of
recidivism to non-white people

COMPAS

The system was biased against non-white people
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BIAS: systematic favouritism or 
discrimination in models' 
predictions towards individuals 
based on some sensitive features 
(like gender, race, and others)

FAIRNESS: absence of favouritism or 
discrimination in models’ 
predictions 

Bias and Fairness

N. Mehrabi, F. Morstatter, N. Saxena, K. Lerman, and A. Galstyan, ‘A Survey on Bias and Fairness in Machine Learning’, 
ACM Comput. Surv., vol. 54, no. 6, pp. 1–35, Jul. 2021, doi: 10.1145/3457607.

https://doi.org/10.1145/3457607


4Is the Concept of Bias that Simple?

At least 23 different definitions 
of bias in the literature



5From Many Definitions Come Many Metrics

At least 29 different metrics available in the 
AIF360 library



6Mitigating Bias

14 bias mitigation methods are available in 
the AIF360 repository… but many more are 
available from the literature!



7What is Missing?

Challenge 1
Most bias mitigation methods address binary classification. 
What about multi-class classification?

Challenge 2
How can we guide a user non-expert about fairness in 
making fairness evaluations?

Challenge 3
Most fairness assessment approaches are domain and 
definition specific. How can we address non-traditional use 
cases?

Engineering Software Fairness
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Most of the bias mitigation approaches focus on binary classification

However, many multi-class classification approaches have been 
proposed in sensitive domains

Challenge 1: Bias in Multi-Class Classification
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DEMV is a pre-processing approach to improve fairness in binary and 
multi-class classification tasks
First identifies all the sensitive groups given by the combination of 
sensitive variables and label’s values

Addressing Challenge 1: DEMV [1-2]
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Next, rebalance the sensitive groups 
until the observed size is equal to 
the expected one 
Overcomes all the other state-of-
the-art multi-class bias mitigation 
algorithms in the literature

Debiaser for Multiple Variables (DEMV) [1-2]

Algorithm available online and on 
pip:



11Challenge 2: Democratising Software Fairness

23 Definitions of 
Bias

29 Different Metric
14 Different 
Methods

Non-expert 
user
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We propose MANILA, a web-based application to 
design, implement and execute fairness evaluations
Think of a fairness evaluation workflow as a Software 
Product Line (SPA)
The variation points are ML methods, Fairness 
methods, Metrics, …
The constraints in SPA guide users in creating 
evaluations that are always executable 

Addressing Challenge 2: MANILA [3]

Available in the SoBigData RI:
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MANILA uses the Extended Feature Model (ExtFM) formalism to model the 
evaluation workflow as a Software Product Line

Eventually returns the setting with best fairness and effectiveness 
combination

MANILA’s Architecture



14MANILA’s ExtFM and Constraints
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Most of the fairness assessment tools available focus on specific 
definitions of fairness or cover traditional use cases

What about non-traditional use cases (e.g., IoT or RecSys?)

Challenge 3: Custom Fairness Assessment



16

MODNESS is a model-driven framework to design, implement and 
execute fairness analyses

Allows to define fairness analyses from a high-level bias definition and 
create custom metrics 

Addressing Challenge 3: MODNESS [4]

Bias
Definition

Fairness Analyses 
Specification

Analyses
Implementation

Fairness
Assessment

Human Driven Automated

Dataset
(Custom) 

Metric



17Bias and Fairness Metamodel

Metric Definition

Fairness 
Analysis

Bias 
Definition
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Addressing the trade-off between 
fairness and other quality properties 
(e.g., effectiveness or computational 
complexity)
Early identification of features leading 
to bias in a dataset
Recommender system for bias 
definitions and metrics from user 
requirement
And many more…

Many Challenges Are Still Open
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