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3Introduction

https://www.mckinsey.com/capabilities/quantumblack/our-insights/the-state-of-ai#/

Learning-based systems (LBS) are software systems that employ AI models

https://www.mckinsey.com/capabilities/quantumblack/our-insights/the-state-of-ai
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5AI adoption is not without risks

Quality-based development of learning-based systems is 
paramount



6Considered Quality Attributes



7Considered Quality Attributes

The absence of prejudice or 
favoritism of a learning-based 
system toward individuals or 
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8Considered Quality Attributes

The absence of prejudice or 
favoritism of a learning-based 
system toward individuals or 

groups

Time and memory required by a 
learning-based system for its 

operations 

Fairness Efficiency
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COMPAS was an LBS used by some courts in 
the US to predict recidivism of condemned 
people
A study showed that, given two people with 
the same features but different ethnicity, the 
system was giving higher probability of 
recidivism to non-white people

COMPAS
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COMPAS was an LBS used by some courts in 
the US to predict recidivism of condemned 
people
A study showed that, given two people with 
the same features but different ethnicity, the 
system was giving higher probability of 
recidivism to non-white people

COMPAS

The system was biased against non-white people
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Fairness is the absence of prejudice or favoritism (i.e., bias) of an LBS 
over items identified by a set of sensitive variables
Fairness is usually defined by a set of relevant concepts

Software Fairness

Sensitive variables
Privileged and 

unprivileged groups

Favorable outcome



18Example on COMPAS

Sensitive variables
Privileged and 

unprivileged groups

Favorable outcome

Ethnicity White – Non-White

No recidivism
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24Is the concept of bias that simple?

At least 23 different definitions 
of bias in the literature
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29From many definitions come many metrics…

At least 29 different metrics available in the 
AIF360 library
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34Mitigating Bias

14 bias mitigation methods are available in 
the AIF360 repository… but many more are 
available from the literature!
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36What is missing?
Challenge 1 (CH1)

Developing approaches for bias mitigation both in binary and multi-class classification settings.

Challenge 2 (CH2)

Democratizing the development of fair learning-based systems to actors with different expertise.

Challenge 3 (CH3)
Investigating approaches for bias detection in early stages of a learning-based system development process.

Challenge 4 (CH4)

Highlighting the bias and the fairness assessment of learning-based systems embedding Large Language Models.
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Most of the bias mitigation approaches focus on binary classification
However, many multi-class classification approaches have been 
proposed in sensitive domains

Challenge 1: Bias in Multi-Class Classification



38

DEMV is a pre-processing approach 
to improve fairness in binary and 
multi-class classification tasks
Overcomes all the other state-of-
the-art multi-class bias mitigation 
algorithms in the literature

Contribution 1: Debiaser for Multiple Variables

Algorithm available on SoBigData 
RI and PIPY:
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45Challenge 2: Democratising Software Fairness

23 Definitions of 
Bias 29 Different Metric 14 Different 

Methods

Data Scientist less-expert 
on fairness
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We propose MANILA, a web-based application to design, implement and 
execute fairness evaluations
Uses the Extended Feature Model (ExtFM) formalism to model the 
evaluation workflow as a Software Product Line

Contribution 2.1: MANILA

Available in 
SoBigData RI

MANILA

    Experiment
    Script

Experiment
execution

Output

Best ML
Setting

Quality
ReportMANILA

Extended Feature Model

Feature
selection

     MANILA Web Application

Experiment
execution

Experiment
generation
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Most of the fairness tools available focus on specific definitions of 
fairness or cover traditional use cases (e.g., classification)
What about non-traditional use cases (e.g., popularity bias in RecSys?)

MANILA Limitation
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MODNESS is a model-driven 
framework to design, 
implement, and execute 
fairness analyses
Covers the whole fairness 
assessment workflow, from 
high-level bias definition to 
analysis specification and 
metrics

Contribution 2.2: MODNESS

Fairness
Analyses

Specification

Bias
Definition

Fairness
AssessmentAnalyses Implementation

Code
Generator

Bias and Fairness
Model

Bias and Fairness
Metamodel

conform to

used to specify

Bias and Fairness
Modness DSL

Human Driven Automated

Generated
Code

Results

Acceleo
Python

High-Level
Dataset
Metric



49MANILA and MODNESS Contributions

Model
Requirement

Data
Collection

Feature
Engineering

Model
Training

Model
Evaluation

Model
Deployment

Model
Monitoring

CN1

CH1

DEMV



50MANILA and MODNESS Contributions

Model
Requirement

Data
Collection

Feature
Engineering

Model
Training

Model
Evaluation

Model
Deployment

Model
Monitoring

CN2 CN1

CH2 CH1

MODNESS
MANILA

DEMV



51MANILA and MODNESS Contributions

Model
Requirement

Data
Collection

Feature
Engineering

Model
Training

Model
Evaluation

Model
Deployment

Model
Monitoring

CN2 CN1 CN2

CH2 CH1 CH2

MODNESS
MANILA

DEMV MANILA



52MANILA and MODNESS Contributions

Model
Requirement

Data
Collection

Feature
Engineering

Model
Training

Model
Evaluation

Model
Deployment

Model
Monitoring

CN2 CN1 CN2 CN2

CH2 CH1 CH2 CH2

MODNESS
MANILA

DEMV MANILA MODNESS
MANILA



53Challenge 3: Early Bias Detection

Model
Requirement

Data
Collection

Feature
Engineering

Model
Training

Model
Evaluation

Model
Deployment

Model
Monitoring



54Challenge 3: Early Bias Detection

Model
Requirement

Data
Collection

Feature
Engineering

Model
Training

Model
Evaluation

Model
Deployment

Model
Monitoring

Traditional fairness 
assessment approaches



55Challenge 3: Early Bias Detection

Model
Requirement

Data
Collection

Feature
Engineering

Model
Training

Model
Evaluation

Model
Deployment

Model
Monitoring

Traditional fairness 
assessment approaches

Can we perform bias detection in earlier phases of the 
workflow?



56Contribution 3: Bias Symptoms

Train
80%

5-fold

Test
20%

Preprocessed
dataset

Preprocessing

Dataset of Bias Symptoms Creation

SP, EO
AO

Bias
symptoms

Bias
Symptoms

Dataset

Postprocessing

Bias Symptoms
Classification

Dataset

Binary
Variable

Train
Base Classifier 
(LogReg)

Predictions

Raw
Dataset

We extract bias symptoms from 24 
tabular datasets from the 
fairness literature
We use them to train a model able to 
predict if a dataset’s variable may lead 
to high bias in the system
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We focus on Statistical Parity (SP), Equal Opportunity (EO), and 
Average Odds (AO) bias metrics

Metrics Prediction
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We focus on Statistical Parity (SP), Equal Opportunity (EO), and 
Average Odds (AO) bias metrics

Metrics Prediction

Symptoms can effectively predict SP and AO, while EO is more challenging
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61What about Fairness in Generative AI?

https://www.mckinsey.com/capabilities/quantumblack/our-insights/the-state-of-ai#/

https://www.mckinsey.com/capabilities/quantumblack/our-insights/the-state-of-ai


62Challenge 4: Stable Diffusion Bias

https://journal.everypixel.com/ai-image-statistics



63Challenge 4: Stable Diffusion Bias

https://journal.everypixel.com/ai-image-statistics

How biased are Stable Diffusion models in drawing a Software Engineer?



64

Stable Diffusion 3, Stable Diffusion XL, Stable Diffusion 2

Contribution 4: Analysis of SD Bias 

Data

6,720 images from prompts describing 56 software-related tasks

Models

Prompt style

• General: “photo portrait of a person that <task>”
• Software Engineer: “photo portrait of a software engineer that <task>”



65Gender and Ethnicity Bias
Gender

Ethnicity

There is a need to address bias 
issues in SD models
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68Challenge 4: Pretrained Model Fairness Assessment

Sensitive 
var.

Baseline
ML model

Predicted labels

Input files Sensitive var.
identification Bias 

assessment
Process Nature

Automated

Manual

AIF360
Fairlearn

Fairkit-learn

Pretrained Models



69Contribution 5: PTM and Fairness Libraries

Tag Filtering Github MappingHF dump HF PTMs

Mapped reposUsage analysis

{image,token,text,tabular}

262,670 PTMs 57,737 PTMs

Fairness 
filtering

54 repo 119 .py file

code:{aif360, fairnlearn, fairkit-learn} 
text: {assessment keywords}(5) + {fairness keywords} (128)

Final dataset

19 fairness-related PTMs

language=Python
ptm_name IN code
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72Results

There is no evidence of the coupled 
usage of PTMs and fairness libraries
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77Efficiency of learning-based software systems
Green AI

Roy Schwartz⇤ } Jesse Dodge⇤}| Noah A. Smith}~ Oren Etzioni}

}Allen Institute for AI, Seattle, Washington, USA
| Carnegie Mellon University, Pittsburgh, Pennsylvania, USA

~ University of Washington, Seattle, Washington, USA

July 2019

Abstract

The computations required for deep learning research have been doubling every few months, resulting in an
estimated 300,000x increase from 2012 to 2018 [2]. These computations have a surprisingly large carbon footprint
[40]. Ironically, deep learning was inspired by the human brain, which is remarkably energy efficient. Moreover, the
financial cost of the computations can make it difficult for academics, students, and researchers, in particular those
from emerging economies, to engage in deep learning research.

This position paper advocates a practical solution by making efficiency an evaluation criterion for research along-
side accuracy and related measures. In addition, we propose reporting the financial cost or “price tag” of developing,
training, and running models to provide baselines for the investigation of increasingly efficient methods. Our goal is
to make AI both greener and more inclusive—enabling any inspired undergraduate with a laptop to write high-quality
research papers. Green AI is an emerging focus at the Allen Institute for AI.

1 Introduction and Motivation

Since 2012, the field of artificial intelligence has reported remarkable progress on a broad range of capabilities in-
cluding object recognition, game playing, machine translation, and more [36]. This progress has been achieved by
increasingly large and computationally-intensive deep learning models.1 Figure 1 reproduced from [2] plots training
cost increase over time for state-of-the-art deep learning models starting with AlexNet in 2012 [20] to AlphaZero in
2017 [38]. The chart shows an overall increase of 300,000x, with training cost doubling every few months. An even
sharper trend can be observed in NLP word embedding approaches by looking at ELMo [29] followed by BERT [8],
openGPT-2 [30], and XLNet [48]. An important paper [40] has estimated the carbon footprint of several NLP models
and argued that this trend is both environmentally unfriendly (which we refer to as Red AI) and expensive, raising
barriers to participation in NLP research.

This trend is driven by the strong focus of the AI community on obtaining “state-of-the-art” results,2 as exemplified
by the rising popularity of leaderboards [46, 45], which typically report accuracy measures but omit any mention of
cost or efficiency (see, for example, leaderboards.allenai.org). Despite the clear benefits of improving
model accuracy in AI, the focus on this single metric ignores the economic, environmental, or social cost of reaching
the reported accuracy.

We advocate increasing research activity in Green AI—AI research that is more environmentally friendly and
inclusive. We emphasize that Red AI research has been yielding valuable contributions to the field of AI, but it’s been
overly dominant. We want to shift the balance towards the Green AI option—to ensure that any inspired undergraduate
with a laptop has the opportunity to write high-quality papers that could be accepted at premier research conferences.

⇤The first two authors contributed equally. The research was done at the Allen Institute for AI.
1For brevity, we refer to AI throughout this paper, but our focus is on AI research that relies on deep learning methods.
2Meaning, in practice, that a system’s accuracy on some benchmark is greater than any previously reported system’s accuracy.
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Editor: Christof Ebert
Vector Consulting Services
christof.ebert@vector.com

SOFTWARE 
TECHNOLOGY

SOFTWARE AND IT usage are con-
tinuously growing to keep our soci-
ety active and manage our individual 
lives. But as they grow, their energy 
demand is exploding. By 2030, data 
centers alone will already consume 
some 10% of the global electricity.1    
Including the Internet, telecommuni-
cations, and embedded devices, the 
energy consumption will be one-third 
of the global demand. Understanding 
that end users only consume what we 
offer, it is the community of software 
developers who must become active 
in ecologic behaviors. Green IT is the 
call of today. Each single line of code 
that we develop today may still be 
running years from now on zillions of 

processors, eating energy and contrib-
uting to global climate change.

Green IT and green coding de-
scribe a paradigm switch in which 
software engineers, developers, tes-
ters, and IT administrators can make 
their solutions and services more en-
ergy efficient. Every single software 
person can contribute. In this article, 
we provide hands-on guidance on 
how to reduce the energy waste of 
your software and thus contribute to 
more ecologic behaviors. 

Green IT
With the introduction of high-band-
width data transfers, affordable data 
plans, the generalized migration of 
software applications and data man-
agement to the cloud, the wide usage 
of streaming services, and, obviously, 

the many embedded computers 
in our everyday lives, digital infra-
structures are experiencing an ever-
growing demand for energy. While 
digital transformation looks impres-
sive from an economic perspective, 
it has its downside on the ecologic 
footprint of these businesses.

An immediate action is to adopt 
more renewable energy. Energy-hun-
gry companies such as Microsoft, 
Google, and Amazon are currently 
investing in water energy, for exam-
ple, to cool their data centers; solar 
energy; and wind farms. Many com-
panies engage in trading CO2 cer-
tificates to give a green color to the 
energy waste of their data centers. 
But renewable energy only “cures” 
the symptoms. It does not really 
solve reducing the need for energy. 

Digital Object Identifier 10.1109/MS.2021.3102254
Date of current version: 22 October 2021

Green IT and 
Green Software
Roberto Verdecchia and Patricia Lago, Vrije Universiteit Amsterdam
Christof Ebert, Vector Consulting Services
Carol de Vries, PhotonDelta

From the Editor
Ecologic behavior is the need across the world to mitigate the impacts of climate 

change. Software and IT play a pivotal role toward ecologic behaviors for many rea-

sons. Being aware that IT systems alone already consume 10% of global electricity, the 

leading software practitioners must embark on green IT and green coding. Read in 

this article about hands-on guidance on how you can contribute toward more ecologic 

software. I look forward to hearing from you about this column and the technologies 

that matter most for your work.—Christof Ebert

Authorized licensed use limited to: University of L'Aquila. Downloaded on February 12,2025 at 11:34:22 UTC from IEEE Xplore.  Restrictions apply. 



78Efficiency Research Challenges

Challenge 5 (CH5)
Predicting a priori the training time of machine learning models could support early design decisions for learning-based 
systems development.

Challenge 6 (CH6)
Analyzing and improving the efficiency-effectiveness trade-off of resource-intensive Large Language Models.
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Model training is the most computationally expensive phase of the 
development workflow

Challenge 5: Training Time Prediction

Early predicting the training time of ML models can help in standardizing 
some phases of the development process
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The FPTC method defines the training time of several ML models as a 
function of ML model and dataset parameters

Full Parameter Time Complexity

Logistic Regression𝐹𝑃𝑇𝐶!"#$%# = 𝐹 𝑄𝑚&𝑣𝑛 ∗ ω!"#$%#

𝐹𝑃𝑇𝐶$' = 𝐹 𝑠 𝑚 + 1 𝑛𝑣 log&(𝑛) ∗ ω$' Random Forest



81Contribution 6: FPTC Evaluation

The FPTC method can correctly 
predict the training time of some 
datasets while it fails in others

Logistic Regression

Random Forest
The FPTC method can correctly 

predict the training time of 
almost all datasets
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Large Language Models are highly effective but also expensive to 
deploy

Challenge 6: LLM Deployment

How can we support the deployment of Large Language Models?
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Compression strategies have been proposed to ease the deployment 
of Large Language Models

Contribution 7: Analysis LLM Compression Methods
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Compression strategies have been proposed to ease the deployment 
of Large Language Models

Contribution 7: Analysis LLM Compression Methods

How do compression strategies affect the effectiveness, inference time, 
and model size of LLMs fine-tuned for SE tasks?
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Improving inference time and model size: Knowledge Distillation

Takeaways
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Improving inference time and model size: Knowledge Distillation
Reduce model size only: Quantization
Reduce GPU inference time: Knowledge Distillation

Takeaways
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Improving inference time and model size: Knowledge Distillation
Reduce model size only: Quantization
Reduce GPU inference time: Knowledge Distillation
Reduce CPU inference time: Knowledge Distillation or Pruning (with 
proper configuration)

Takeaways
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GreenStableYolo is a search-based algorithm to optimize both 
inference time and image quality of Stable Diffusion models
It searches for the best hyperparameter settings and prompt structure

Contribution 8: GreenStableYolo
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GreenStableYolo is a search-based algorithm to optimize both 
inference time and image quality of Stable Diffusion models
It searches for the best hyperparameter settings and prompt structure

Contribution 8: GreenStableYolo

GreenStableYolo works on the black-box model without changing 
its architecture
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Inference steps (1 to 100): the AI’s image generation iterations;
Guidance scale (1 to 20): the impact of the prompt on image 
generation;
Guidance rescale (0 to 1): rescales the guidance factor to prevent 
over-fitting;
Positive prompt: used to describe images and improve their details, 
e.g., “photograph”, “color”, and “ultra real”;
Negative prompt: avoided description during image generation, e.g., 
“sketch”, “cropped”, and “low quality”.

Search Space
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The presented contributions cover quality aspects of the whole LBS workflow

Conclusion
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Fully automate the development of fair and efficient learning-based 
systems

Future Work
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Fully automate the development of fair and efficient learning-based 
systems
Early bias detection and mitigation from model requirements
Automatic selection of LLM compression strategies
Energy and fairness improvement of Text-To-Image generation models
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Fully automate the development of fair and efficient learning-based 
systems
Early bias detection and mitigation from model requirements
Automatic selection of LLM compression strategies
Energy and fairness improvement of Text-To-Image generation models
Trade-off analysis on fairness and efficiency

Future Work



Thank you for your attention!

Email: giordano.daloisio@univaq.it
Web: https://giordanodaloisio.github.io


